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Pavlovian conditioning is a productive and powerful
tool for studying the manner in which organisms learn
temporal relationships among events (Kehoe & Macrae,
1998; Moore & Choi, 1997). In a typical delay condition-
ing paradigm, the conditioned stimulus (CS) is repeat-
edly paired with the unconditioned stimulus (US) such
that there is a fixed latency or delay between the onset of
the CS and the onset of the US. The timing of the condi-
tioned response (CR) corresponds to the expected time of
the US, furnishing evidence that this delay (i.e., the in-
terstimulus interval [ISI] ) is learned (Gibbon, Malapani,
Dale, & Gallistel, 1997; Gormezano, 1972; Kehoe &
Macrae, 1998; Mauk & Ruiz, 1992). Learning of these la-
tencies is regarded as “fundamental to classical or Pavlov-
ian conditioning” (Gibbon et al., 1997).

Temporal learning in Pavlovian conditioning has been
most thoroughly examined using the anticipatory eye-
blink or the nictitating membrane responses as CRs. To
obtain effective conditioning using these CRs, the ISIs are
generally restricted to less than 1 sec (Kimble & Reynolds,
1967; Schneiderman, 1966; Schneiderman & Gormezano,
1964). The effectiveness of different ISIs in supporting
conditioning, sometimes called the ISI function, depends
in part on the CR under investigation (Gormezano, 1972;
Kehoe & Macrae, 1998). Some studies that analyzed CRs
other than the anticipatory eyeblink response have fur-
nished evidence of temporal learning in the range of sec-
onds to minutes (Davis, Schlesinger, & Sorenson, 1989;

Ellison, 1964; Kehoe & Macrae, 1998; Pavlov, 1927;
Schneiderman, 1972). However, much of the longer delay
conditioning data were produced on the basis of behav-
ioral measures, such as conditioned freezing or salivation,
that are not particularly well suited for investigating pre-
cisely the temporal aspects of conditioning. In particular,
they lack the degree of temporal precision needed to con-
strain or inspire hypotheses about underlying neurobio-
logical mechanisms. Most of our detailed knowledge
about temporal aspects of CR production in Pavlovian
conditioning therefore does not involve long ISIs.

The question therefore naturally arises as to whether or
the extent to which the facts and rules regarding temporal
aspects of CR production—as gleaned from short-delay
conditioning procedures—also apply to longer delay con-
ditioning procedures. As noted earlier, the ISI function
appears to depend at least in part on the particular CR,
and the production of different CRs may engage different
brain mechanisms (Kehoe & Macrae, 1998). There is evi-
dence, for example, that some CRs may require cerebellar
circuitry but do not require an intact amygdala, whereas
other CRs seem to require amygdalar circuitry but do not
appear dependent on the cerebellum (Beggs et al., 1999;
Kehoe & Macrae, 1998; Maren, 1999; Thompson, 1988;
Thompson & Krupa, 1994; Weisz, Harden, & Xiang, 1992;
Weisz & LoTurco, 1988). Conceivably, some of the basic
facts and rules may not be the same for amygdala- ver-
sus cerebellum-dependent forms of conditioning.

In the present study, we examined predictions of our
circuit-level model of fear conditioning (Tieu, Keidel,
McGann, Faulkner, & Brown, 1999), an amygdala-
dependent form of learning in which the conditioning pro-
cedure typically involves relatively long ISIs. Our neuro-
biologically inspired model was previously shown to learn
accurately a wide range of ISIs. Computer simulations re-
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aspects of conditioned response production

JOHN P. MCGANN and THOMAS H. BROWN
Yale University, New Haven, Connecticut

Five temporal aspects of the production of a conditioned response (CR) have been documented.
Most of these phenomena were demonstrated using short-delay conditioning procedures, which are ap-
propriate for eyeblink CRs. Relatively less is known about temporal aspects of CR production in longer
delay conditioning procedures, which are common, for example, in studies of fear conditioning. Here,
we show through computer simulations that our circuit-level model of fear conditioning predicts that
these five time-domain phenomena should also be witnessed in longer delay conditioning procedures,
provided that a suitable behavioral or neural probe is used. We explain how and why these phenomena
emerge naturally from this general type of circuit-level model, which relies on intrinsic neuronal dy-
namics for time-domain computations, and we point out that the model furnishes a computational plat-
form for Pavlov’s original notion of a slowly spreading “wave of excitation.” In accordance with
Pavlov’s thinking, these various temporal phenomena are captured using a contiguity-driven learning
mechanism.
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ported here show that an intrinsic feature of this general
type of circuit model is that it predicts that five of the
temporal aspects of CR production that were previously
reported in conjunction with short-delay conditioning
should also be evident in longer delay conditioning, pro-
vided that an appropriate response measure is used.

Temporal Aspects of CR Production
A number of facts or rules have emerged from short-

delay (short-ISI) classical conditioning procedures re-
garding the temporal aspects of CR production, five of
which are summarized here. First, the CR onset precedes
the expected US onset, and the latency of the CR onset
decreases asymptotically across training (Frey & Ross,
1968; Schneiderman, 1966; Schneiderman & Gormezano,
1964; Suboski, 1967). Second, the peak amplitude of the
CR seems timed to occur during the time of the US with
an accuracy that may improve during training (Smith,
1968). The exact relationship between the CR peak and
the US onset and offset is somewhat uncertain in these
short-delay conditioning studies because the US duration
is typically so short (commonly 50 msec). Third, training
using mixed ISIs, where sequential conditioning trials
may involve either of two different ISIs, can produce a
double-peaked CR. In this case, the peaks of the two CRs
correspond to the two ISIs used in training (Hoehler &
Leonard, 1976; Kehoe, Graham-Clarke, & Schreurs,
1989; Millenson, Kehoe, & Gormezano, 1977). Fourth,
conditioning on one ISI and then shifting to a second ISI
causes the CR latency to jump discretely from the latency
of the first US to the latency of the second US (Boneau,
1958; Coleman & Gormezano, 1971; Salafia, Martino,
Cloutman, & Romano, 1979). Several investigators have
reported transition trials in which double-peaked CRs
(corresponding to the two ISIs) are evident (Coleman &
Gormezano, 1971; Leonard & Theios, 1967). Fifth, the
averaged CR waveform becomes more spread out in time
as the conditioning ISI increases (Smith, 1968, Figure 5;
see also Gormezano, 1972, Figure 10).

While the most accurate data on temporal aspects of
CR production come from short-delay conditioning pro-
cedures, there does exist some information about the tim-
ing of the CR in longer delay conditioning studies. For
example, Pavlov’s research on salivary conditioning in
the dog showed that the CR anticipated the expected time
of the US, that the CR onset latency decreased over train-
ing trials, and that changing the ISI during conditioning
resulted in a discrete jump in CR onset latency (Pavlov,
1927). Others have shown, using salivary conditioning,
that the latency of the CR peak (time of maximal saliva-
tion rate) corresponded to the ISI used in training, which
ranged from 5 to 16 sec (Colavita, 1965; Ellison, 1964).
Another study, using cardiac conditioning in dogs (Church
& Black, 1958), found that the latency of the maximum
conditioned heart rate response was substantially longer
when trained on a 20-sec ISI (10.6 sec mean latency) than
when trained on a 5-sec ISI (4.1 sec mean latency). In both

conditions, the onset of the CR preceded the expected time
of the US.

Five studies suggest that information about the ISI is
also acquired in fear conditioning. Two of these experi-
ments involved conditioned enhancement of the uncon-
ditioned acoustic startle response (see J. S. Brown, Kalish,
& Farber, 1951). The first such study (Siegel, 1967) em-
ployed either a 4-sec or an 8-sec ISI during fear condi-
tioning. When the animals were conditioned using a 4-sec
ISI, testing was done at latencies from the CS onset of 2,
3, 4, 5, and 6 sec. The CS produced the maximum re-
sponse when it preceded the acoustic startle stimulus by
4 sec. The startle responses were smaller when testing was
done at a 3- or 5-sec latency, and the responses were even
smaller when testing was done at a latency of 2 or 6 sec.
This result has been interpreted (Davis et al., 1989) as in-
dicating temporal learning. The interpretation is compli-
cated, however, by the results of the conditioning done
using the 8-sec ISI. In this case, testing done at latencies
of 4, 6, 8, 10, and 12 sec revealed little evidence of tem-
poral learning.

Using this same basic paradigm, a second study (Davis
et al., 1989) also furnished support for temporal learning
in fear conditioning. Nine separate groups of rats received
light–shock pairings at one of nine different conditioning
ISIs (ranging from 0 to 51.2 sec). A 10th group, serving
as the pseudoconditioning control, received unpaired
presentations of the light and shock. During testing, each
animal in all 10 groups was presented with the light fol-
lowed by the acoustic startle stimulus. The startle stimu-
lus was presented at nine different latencies from the CS
onset, corresponding to the nine ISIs that were used for
conditioning. These nine testing trial types were each pre-
sented 10 times, for a total of 90 nonreinforced CS pre-
sentations (extinction trials). Each group also received
20 startle-alone trials, which served as a baseline for eval-
uating the enhancing effect of the CS. For conditioning
ISIs greater than 200 msec, the greatest CS-produced
startle enhancement tended to occur when the acoustic
startle stimulus was presented at a latency from the CS
onset similar to the ISI that had been used for condition-
ing that particular animal.

A third study (Libby & Church, 1975) that found evi-
dence for temporal learning in fear conditioning em-
ployed the classical method of conditioned suppression
of lever pressing (see Estes & Skinner, 1941). One group
of rats was trained with a 60-sec CS (light) that always
coterminated with the 0.5-sec US (shock); a second group
was trained with a 60-sec CS during which shocks oc-
curred at random with a mean frequency of once per 60 sec
(each 0.1-sec interval of the CS had an equal probability
of beginning a US, so the animal might be shocked more
than once or not at all during the CS). Conditioned sup-
pression was measured for each 5-sec block of the CS,
allowing the time course of the CR to be analyzed. The
animals that were conditioned on a constant 60-sec ISI
showed a gradual increase in suppression over the course
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of the CS, peaking near the time of the US, suggesting that
the subjects had learned the 60-sec ISI. In contrast, the
animals trained with randomly timed shocks during the
CS showed a marked decline in suppression during the
course of the CS, consistent with the declining probabil-
ity of receiving a shock in the part of the CS that remained.
Additional experimental groups showed that when the du-
ration of the CS was randomized (thus, the length of time
since its onset did not help predict the time of the next
shock), the subjects’ level of fear was constant after the
transient CS onset effect shown by all groups.

The preceding three studies entailed cued fear condi-
tioning, where a discrete CS furnished temporal informa-
tion about the US onset. Two additional experiments used
one-trial contextual fear conditioning, examining tempo-
ral encoding by varying the interval between placement
of the rat in the context and the time of the shock US
(Bevins & Ayres, 1995; Maes & Vossen, 1992). Analysis
of the time course of freezing during subsequent expo-
sure to the conditioned context in these studies revealed
evidence that the subjects froze more during the time pe-
riod that had previously included the US than during other
time periods, thus suggesting temporal learning in con-
textual fear conditioning.

Conceptual and Computational Model
Mounting evidence suggests that fear conditioning de-

pends on the lateral nucleus of the amygdala (ALa) (for
reviews, see Fanselow & LeDoux, 1999, LeDoux, 1995,
Maren, 1999, and Maren & Fanselow, 1996). A popular
hypothesis is that conjoint and converging activity in CS-
and US-driven synaptic inputs to ALa neurons can result
in associative long-term potentiation (LTP), a Hebbian
form of synaptic plasticity (Barrionuevo & T. H. Brown,
1983; Chapman, Kairiss, Keenan, & T. H. Brown, 1990;
Kelso & T. H. Brown, 1986; Kelso, Ganong, & T. H.
Brown, 1986; Levy & Stewart, 1979; Magee & Johnston,
1997; Maren, 1996, 1999). The idea is that, after the in-
duction of associative LTP, the synapses associated with
the CS-driven cells would be sufficiently strengthened
to fire the postsynaptic neurons, giving rise to condi-
tioned fear responses. Single-unit studies in ALa done in
freely moving rats are consistent with this interpretation
(Quirk, Repa, & LeDoux, 1995). The output of ALa is be-
lieved to bring about certain fear responses, in part via its
influence on the central nucleus of the amygdala (ACe)
(Applegate, Kapp, Underwood, & McNall, 1983; Canli &
T. H. Brown, 1996; Kapp, Frysinger, Gallagher, & Hasel-
ton, 1979; Kapp, Whalen, Supple, & Pascoe, 1992).

We previously developed a neurobiologically inspired
conceptual model of the role of perirhinal cortex (PR)
and ALa in generating appropriately timed conditioned
fear responses at relatively long ISIs (Faulkner, Tieu, &
T. H. Brown, 1997). The model, schematized in Figure 1,
makes use of the dynamics of several of the main cell types
found in these brain regions (fast-spiking, regular-spiking,
and late-spiking cells) and their interconnections
(Faulkner & T. H. Brown, 1999). Central to the model is

the existence of late-spiking cells, a common cell type in
PR that can produce a spike train delayed by 1 sec or more
from the onset of a train of synaptic inputs or a depolariz-
ing current step (Beggs, Moyer, McGann, & Brown, 2000;
Faulkner & T. H. Brown, 1999). Chains of various lengths
composed of these and other types of neurons can poten-
tially delay the spread of neural activity through the circuit
by large amounts of time.

In our conceptual model, CS information flows from
visual, auditory, and other sensory cortices to PR, then
from PR to ALa along chains of regular- and late-spiking
neurons that accumulate various delays from the CS onset
(Figure 1). Because of recurrent inhibition and the strong
spike frequency adaptation of neurons in ALa, CS-driven
activity at the end of each chain (in ALa) is limited to a
brief window of firing, or activity window, which begins
at some delay from the CS onset (depending on the chain
through PR) and terminates when the corresponding
cells in ALa cease firing. Information about the US trav-
els with minimal delay through other pathways and also
reaches ALa (Romanski, Clugnet, Bordi, & LeDoux,
1993; Shi & Davis, 1999). When there is co-occurrence
of CS- and US-driven input to an ALa neuron, a Hebbian
mechanism (T. H. Brown & Faulkner, 1997; T. H. Brown,
Kairiss, & Keenan, 1990; Kelso et al., 1986) is presumed
to potentiate the CS-driven synapses onto that neuron
(Maren, 1996, 1999; Maren & Fanselow, 1996). After
sufficient potentiation, CS-driven activity is able to in-
duce appropriately timed f iring in ALa. The lateral
amygdala in turn mediates the behavioral response in
part through its projections to ACe (Krettek & Price,
1978; Stefanacci et al., 1992).

We created a scaled-down computational implementa-
tion of this conceptual model that uses realistic model neu-
rons whose dynamical firing properties are matched to our
physiological data and that are connected in a manner sug-
gested by our preliminary anatomical studies (Faulkner &
T. H. Brown, 1999). The strengths of the plastic synapses
are modified according to a BCM-type plasticity rule
(Bienenstock, Cooper, & Monro, 1982), so that a small
amount of postsynaptic activity causes long-term de-
pression (LTD) in all synapses with simultaneous presy-
naptic activity, whereas a large amount of postsynaptic
activity causes LTP in these synapses (Malenka, 1995).

This initial version of the computational model does not
yet include recurrent circuitry or inhibitory neurons, so in-
formation flow is purely feedforward and the temporal ac-
tivity windows terminate as a result of the accommoda-
tion of individual model neurons. In a previous detailed
report of the model (Tieu et al., 1999), we demonstrated
that it showed pairing-specific learning and was capable
of encoding temporal intervals from tenths of seconds to
tens of seconds. The upper ISI limit that we have explored
is 20 sec, but larger networks can encode longer intervals
(at the expense of longer computer simulation times).

The current generation of the computational model al-
lows for only a single CS, which is represented simply by
a constant input (corresponding in time to the CS duration)
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to the first cell in each PR chain. The US is represented by
a constant input (corresponding in time to the US dura-
tion) to ALa neurons as illustrated in Figure 1. Its strength
is sufficient to drive the model ALa neurons into the high
end of their dynamic ranges and above the threshold for
synaptic potentiation (Tieu et al., 1999). In these simula-
tions, the dependent variable is the neural output from ALa
(see Simulation Methods section). Thus, the measured
variable is a “neural CR” rather than a simulated behavior.

To mimic behavioral conditioning paradigms, the com-
putational model includes two standard trial types: acqui-
sition trials, in which the CS and US are both presented,
and extinction or “probe” trials, in which the CS is pre-
sented alone. For convenience, the model also makes use
of “observation” trials, in which the CS can be presented
alone without allowing alterations in the plastic synapses.
These trials allow the experimenter to observe the CS-
driven response without introducing testing-produced
changes.

Simulation Methods
Three different simulations were designed to evaluate the tem-

poral form of the model’s CR in the behavioral paradigms described

above. For these simulations, we used the same computer program
and network architecture as reported elsewhere (Tieu et al., 1999),
with minor parametric variations that affected the relative rates and
exact conditions under which synapses undergo LTP and LTD.1

In the conceptual model, the output of ALa controls the input to
ACe and the output of ACe is linked to the expression of condi-
tioned fear (see introduction). To economize on simulation times,
in the present study, we excluded ACe and analyzed only the output
from ALa. Of course, the behavioral fear response could be delayed
and might exceed the duration of the “neural CR” in ALa. We are
assuming that a suitable behavioral index, such as conditioned re-
flex facilitation (J. S. Brown et al., 1951; Lam, Wong, Canli, & T. H.
Brown, 1996; Weisz et al., 1992; Weisz & LoTurco, 1988; Weisz &
McInerney, 1990; Weisz & Walts, 1990), will reveal a correspon-
dence to the neural CR. The model never exhibits CS-produced out-
put prior to training or following pseudoconditioning (Tieu et al.,
1999). Therefore, any output from ALa is the result of learning. We
operationally defined the latency of the neural CR onset in each trial
to be the latency of the first spike to occur in the output from ALa
in that trial. The latency of the CR peak was operationally defined
to be the average latency of the CS-generated output spikes in ALa.
The average seemed to be an appropriate measure, because the fre-
quency distribution of spike latencies appeared Gaussian and the
mean was more reliable than the mode.

The random synaptic noise in the model (Tieu et al., 1999) can
produce substantial variability in both learning and performance.

Figure 1. Circuit-level conceptual model of information processing and flow during aversive conditioning. Excitatory
synapses are indicated by small triangular endings and inhibitory synapses by a flat ending. CS information enters via both
a cortical and a subcortical path, but only the cortical input (CScortical ) is presumed to encode time (CS–US interval infor-
mation). CS and US information flow are indicated by filled arrows (before entering the PR–AM system) and by hollow ar-
rows (after entering the system). CS input to layer I activates various time-delay chains in PR. CS-produced synaptic activ-
ity in ALa that coincides with US-produced activity in the same ALa neuron(s) results in associative LTP of the CS-associated
input, thereby enhancing the strength of the response to the CS at the appropriately timed latency. Inhibition serves several
functions, including vector “normalization,” creation of activity windows, and competitive learning in ALa. The output of ACe
is presumed to mediate certain indices of fear or arousal to generate the observed CR. Abbreviations are as follows: CS, con-
ditioned stimulus; US, unconditioned stimulus; CR, conditioned response; PR, perirhinal cortex; ec, external capsule; ALa,
lateral nucleus of the amygdala; ACe, central nucleus of the amygdala; LS, late firing cell; RS, regular firing cell; FS, fast fir-
ing cell; SS, single spiking cell. Modified from Tieu et al. (1999).
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Because of this randomness, repeated simulations (using a differ-
ent random seed each time) gave somewhat different results. To ob-
tain a more representative sample of the model’s behavior, we there-
fore ran each type of simulation six times and combined the results.
These different simulations are analogous to different experimen-
tal subjects. For the numerical values of the neural CR peak and
onset latencies, such as those plotted in Figure 3, we averaged the
measurements on corresponding trials across runs (for most data
points, standard errors were too small to represent in Figure 3). For
continuous representations of the temporal form of the CR, such as
the histograms shown in Figures 2, 4, and 5, we pooled the data
from corresponding trials across runs.

The first simulation type involved simple acquisition, in which
the CS was paired with the US on 15 consecutive trials, enough
pairings to approach asymptotic performance. The purpose of these
simulations was partly to determine the necessary number of con-
ditioning trials in the subsequent studies. The CS onset to US onset
ISI was 4 sec, the CS duration was 8 sec, and the US duration was
0.5 sec. Recall that the neural CR was defined as CS-produced
spikes output from ALa. These acquisition data were collected
using observation trials (in which the CS was presented alone with-
out allowing synaptic modifications to occur) after each condition-
ing trial. The testing trials performed during acquisition, therefore,
could not cause extinction (it was possible to observe without
changing the system). The CS duration on these observation trials
was 8 sec.

In a second type of simulation, we examined CS-produced neural
output from ALa after conditioning using two different ISIs on alter-
nating trials. In this mixed ISI conditioning, the model was trained for
a total of 20 trials, in which the ISI alternated between 5 and 15 sec.
The CS duration was 18 sec, and the US duration was 0.5 sec. Test-
ing again used observation trials after each conditioning trial, but, in
this case, the CS duration was 18 sec. To control for a possible order
effect of the trial type, the six runs of this simulation were counter-
balanced so that the 5-sec ISI was presented first on three of the runs
and the 15-sec ISI was presented first on the other three.

A third type of simulation examined the neural CR when the ISI
was shifted during conditioning. The circuit was first trained for 15
trials on a 4-sec ISI, followed by 15 additional training trials on a
12-sec ISI. In this simulation, the CS lasted 15 sec, the US lasted
0.5 sec, and the CR was recorded after every training trial using an
observation trial, again using a 15-sec CS. To evaluate the possible
effects of the direction of shift, in a separate set of simulations, the
circuit was first trained with a 12-sec ISI and then trained with a 4-
sec ISI. In this second set of simulations, nothing was changed ex-
cept the order of conditioning.

Results
The simulations of our circuit-level model suggested

that the five key temporal hallmarks of CR timing that
have been observed during short-delay conditioning
should also occur during longer delay conditioning.

CR onset precedes the expected time of the US. Fig-
ure 2 shows the development of the neural CR across tri-
als using a 4-sec ISI. Recall that the data presented in
Figure 2 are the pooled results of six independent simula-
tions. Visual inspection of Figure 2 reveals that the neural
CRs were anticipatory. The mean onset latency (�SE)
was 3.36 � 0.05 sec across all 15 trials (during acquisi-
tion the US onset occurred at a latency from the CS onset
of 4 sec). The CR onset latency decreased asymptotically
over the 15 trials, stabilizing at about 3.23 � 0.03 sec
(mean � SE of the last 5 trials; Figure 3). The mean CR
onset latency after the first trial was 3.98 � 0.07 sec,
whereas, after the last trial, it was 3.18 � 0.08 sec, yield-

Figure 2. Development of the conditioned neural response
(CR) across acquisition trials. Each panel shows a histogram of
the latencies of the spikes that constitute the output from lateral
amygdala during an observation trial presentation of the CS
alone for 8 sec (this trial type permits the measurement of the
conditioned response without allowing learning-related changes
to occur; see Simulation Method section). In descending order,
the panels show the CR after 1, 2, 4, 8, and 15 acquisition trials.
The histograms represent the pooled results of six statistically in-
dependent simulations. During training, the US was presented
for 0.5 sec, beginning 4 sec after the CS onset. Note that the peak
of the distribution corresponded to the expected time of the US
in each case (indicated by the shaded box) and that the onset of
the response typically preceded the expected onset of the US. In
addition, the average latency of CR onset decreased across ac-
quisition trials, which is visible in these histograms of pooled data
as the increase in the number of spikes that precede the expected
US onset across trials. See Figure 3 for a quantitative analysis of
the CR topography changes across trials.
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ing a mean latency decrease of 0.80 sec. An analysis of
variance showed that the trial effect was statistically sig-
nificant [F(14,75) = 7.03, p � .05]. A post hoc compar-
ison (Fisher’s PLSD) revealed a significant decrease in
the CR onset latency on every trial after the first one ( p �
.05). This pattern of results was not unique to conditioning
with a 4-sec ISI. The same pattern was also seen, in the
experiments described below, using 5-, 12-, and 15-sec
ISIs. In all three cases, the neural CR latency anticipated
the expected time of the US onset, and the CR onset la-
tency decreased across trials.

CR peak coincides with the expected time of the
US. During the initial simulations of acquisition (de-
scribed above) using a 4-sec ISI, the latency of the CR
peak corresponded to the time between the US onset and
offset during training (Figure 2; Figure 3 triangles). The
mean (�SE) CR peak latency across trials was 4.27 �
0.01 sec. Recall that the US onset occurred at 4.0 sec,
and its offset was at 4.5 sec (shaded area in Figure 2), giv-
ing a midpoint of 4.25 sec. In contrast to the CR onset la-

tency, the latency of the CR peak did not appear to exhibit
systematic changes in across trials (Figure 2; Figure 3 tri-
angles). Not surprisingly, given the graphical data (Fig-
ure 2; Figure 3 triangles), there was no significant main
effect of trials on CR peak latency [F(14,75) = 1.31, p �
.05]. In the experiments described below, the same pat-
tern of results was also seen using a 5-, 12-, or 15-sec ISI.
Specifically, the latency of the peak CR occurred between
the expected times of the US onset and offset, and the la-
tency of the peak did not decline with increasing numbers
of conditioning trials.

Mixed ISI training causes a double-peaked CR.
After training on 5- and 15-sec ISIs on alternate trials,
the model generated a double-peaked CR. The latency of
each CR peak corresponded to one of the ISIs employed
during training (early peak latency = 5.22 � 0.02 sec;
late peak latency = 15.18 � 0.04 sec). The two output
distributions were clearly separated by an intermediate in-
terval within which there was no neural output. The plot
in Figure 4 shows the latencies of all CS-generated out-
put spikes in ALa. It is worthwhile calling attention to an
obvious feature of the response topography revealed in
Figure 4: The temporal spread of the CR associated with
the 15-sec ISI is clearly larger than the temporal spread
of the CR associated with the 5-sec ISI. The standard de-
viations of the CRs were 0.48 � 0.02 sec and 0.98 �
0.06 sec, respectively, for the responses corresponding to
the 5- and 15-sec ISIs. These differences in the standard
deviations were statistically significant [paired t test,
t (5) = 7.06, p � .05]. This finding does not seem to be an
isolated case. As we shall see below, the response topog-
raphy is generally ISI dependent.

Shift in training ISI causes a jump in CR latency.
After 15 training trials on the 4-sec ISI, the model exhib-
ited the expected CR, with a mean peak latency of 4.34 �
0.02 sec (Figure 5A1). When the ISI was changed to
12 sec and 15 additional conditioning trials were given,
a new CR emerged with a mean peak latency of 12.15 �
0.07 sec, whereas the original peak extinguished (Fig-
ure 5A3). Examination of the intermediate trials, after the
ISI shift but before the completion of conditioning, re-
vealed that the CR peak changed as a discrete jump from
the original latency to the new one, without traversing the
intervening latencies. Figure 5A2 shows the CR after two
trials of training on the second ISI. The ISI change caused
partial extinction of the early CR and rapid acquisition of
the later CR. There was no output at intervening laten-
cies. Note that the response topography seems to be ISI
dependent. Specifically, the temporal spread of the output
is less for the original (shorter latency) CR (Figure 5A1)
than for the new (longer latency) CR (Figure 5A3). The
standard deviations for the original and new CRs were
0.47 � 0.02 sec and 0.75 � 0.06 sec, respectively—a
difference that was statistically significant [paired t test,
t (5) = 3.90, p � .05].

To evaluate possible effects of the order of condition-
ing (direction of shift), in a separate set of simulations,
the sequence of ISIs was reversed. The model was first

Figure 3. Latency to onset and peak of the conditioned re-
sponse across acquisition trials. Using data from the same set of
simulations presented in Figure 2, this plot shows the changes in
the CR peak (triangles) and onset (circles) latencies (see Simula-
tion Method section for the operational definitions) across ac-
quisition trials. The plotted points are the values for each trial av-
eraged across six statistically independent simulations. Error
bars are not shown because they were generally too small to il-
lustrate. Note that the latency of CR peak remained constant
across the 15 conditioning trials, and its latency corresponded ac-
curately to the expected presence of the US, which is indicated by
the shaded area. The CR onset normally anticipated the expected
US onset (all onset data points are below the shaded area), and it
decreased asymptotically across trials.
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given 15 training trials on the 12-sec ISI, after which it
exhibited a CR with a mean peak latency of 12.29 �
0.05 sec (Figure 5B1). When the ISI was then changed
to 4 sec and 15 additional conditioning trials were given,
a new CR emerged, with a mean peak latency of 4.32 �
0.01 sec, whereas the original peak extinguished (Fig-
ure 5B3). Using this reversed sequence of conditioning,
the results were therefore essentially the same, except that
the changes occurred in the opposite order. Examination
of the intermediate trials, after the ISI shift but before
completion of conditioning, again revealed that the CR
peak changed as a discrete jump of the peak from the orig-
inal latency to the new one, without traversing the inter-
vening latencies. The response topography again seemed
to be ISI dependent. In particular, the temporal spread
was greater for the original CR (Figure 5B1) than for the
new one (Figure 5B3). The standard deviations for the
original and new CRs were 0.75 � 0.04 sec and 0.49 �
0.01 sec, respectively—a difference that was statistically
significant [paired t test: t (5) = 6.48, p � .05]. Compar-
ison of the two ISI shifts (Figure 5A vs. Figure 5B) sug-
gests that the key results do not reflect an order effect.

Temporal spread of the averaged CR waveform is
ISI dependent. The results presented thus far suggest
that the temporal spread of the neural CR is ISI dependent.
This was first noticed in the mixed ISI conditioning (Fig-
ure 4) and was also suggested in the results obtained
when the ISI was shifted (Figure 5). In the mixed ISI
conditioning, the earlier of the two peaks clearly showed
less temporal spread than the later one. Interestingly, the
overall size of the two responses was similar across runs
in terms of total number of output spikes (average early

peak size = 77.0 � 7.9 spikes; average late peak size =
80.5 � 10.9 spikes). The same general pattern was seen
in the shifted-ISI simulation, regardless of the order in
which the two conditioning ISIs were presented. Alto-
gether, in the present simulations, we looked at four dif-
ferent ISIs (4, 5, 12, and 15 sec) that were used in a total
of seven separate sets of simulations (three sets included
the 4-sec ISI, two sets included the 12-sec ISI, and one
set included the 5- and 15-sec ISIs), in which each set
includes six replications. We analyzed these seven data
points to explore further the ISI dependence of the CR
topography. There was a significant ( p � .05) positive
correlation (r = .99) and an increasing monotonic rela-
tionship between the conditioning ISI and the standard
deviation of the output spike latencies. These findings
demonstrate that the CR topography depends on the con-
ditioning ISI—in particular, that the temporal spread of
the averaged CR waveform is positively correlated with the
conditioning ISI.

Discussion
Our fear conditioning model makes five time-domain

predictions, summarized below, regarding CR production.
The model illuminates how these temporal aspects of
conditioning can emerge naturally from neurobiological
mechanisms, and it furnishes a computational platform for
Pavlov’s original notion of a slowly spreading “wave of
excitation.”

Temporal aspects of CR production. Earlier, we dis-
cussed five facts concerning CR timing that have been
documented using short-delay (short-ISI) classical con-
ditioning procedures, noting that relatively less is known
about CR timing using the longer ISIs that are common
in fear conditioning studies. Here, we used computer
simulations to the explore predictions of our circuit-level
model of fear conditioning with regard to these five tem-
poral aspects of CR production. These simulations used
ISIs in the range of 4–15 sec. The results were in line with
findings from studies using short-delay conditioning.
What follows immediately below summarizes our results
and cites corresponding behavioral findings based on
short-delay conditioning.

First, after conditioning, the CR onset preceded the
expected US onset, and the CR onset latency decreased
with progressive training (see Figure 2, and Figure 3 cir-
cles; cf. Frey & Ross, 1968; Schneiderman, 1966; Schnei-
derman & Gormezano, 1964; Suboski, 1967). Second,
the peak of the CR occurred during the expected time of
the US, between its expected onset and offset (see Figure 2,
and Figure 3 triangles; cf. Smith, 1968). Third, a double-
peaked CR was generated when training included a mix-
ture of two different ISIs (see Figure 4; cf. Hoehler &
Leonard, 1976; Kehoe et al., 1989; Millenson et al., 1977).
Fourth, when the ISI was changed abruptly during train-
ing, the latency of the CR peak exhibited a discrete jump
from the time of the original US to the time of the new one
(see Figure 5; cf. Boneau, 1958; Coleman & Gormezano,
1971; Salafia et al., 1979), and there were transition tri-

Figure 4. Temporal form of the conditioned response (CR) fol-
lowing mixed ISI training. The conditioning ISI alternated be-
tween 5 and 15 sec across trials, for a total of 20 trials. The his-
togram shows the timing (latency from the CS onset) of action
potentials (pooled across six statistically independent simula-
tions) in the output neurons of the lateral amygdala (ALa). The
neural CR was clearly double-peaked, and the timing of each
peak corresponded to the expected time of the USs used in the
two conditioning trial types. Note that the neural CRs associated
with the two trial types are completely separated in time, with no
intervening activity. Also note that the temporal spread of the CR
corresponding to the longer ISI is greater than that of the shorter
latency response. It is a general property of the model that longer
ISIs during training result in broader averaged CR waveforms.
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als in which double-peaked CRs (corresponding to the
two ISIs) were evident (see Figure 5; cf. Coleman &
Gormezano, 1971; Leonard & Theios, 1967). Fifth, the
temporal spread of the averaged CR waveform was posi-
tively correlated with the conditioning ISI (see Figures 4
and 5; cf. Smith, 1968).

In summary, the model predicts that the same tempo-
ral properties of CR production that have been observed
in short-delay conditioning should also be observed in
long-delay conditioning, including fear conditioning, pro-
vided one uses a response measure with appropriate tem-
poral resolution. The paradigm developed by J. S. Brown
et al. (1951), involving conditioned enhancement of an
unconditioned response, could prove useful in this regard
(see Davis et al., 1989; Lam et al., 1996; Siegel, 1967;
Weisz & Walts, 1990).

Circuit-level mechanism of anticipatory CRs. Our
model is useful for elucidating a possible neurobiological

mechanism by which the CR onset is caused to precede
the US onset (Figure 2; Figure 3 circles). The mechanism
involves the potentiation of synapses whose time-locked
activity windows largely precede but partially overlap
the US. When these synapses are sufficiently potentiated
to fire the ALa output neurons, they do so for the entire
duration of their activity window, including the part that
preceded the US. Firing of these output neurons produces
a CR in advance of the US onset. Synapses whose win-
dows only partially overlap the US (or that only overlap
the US on some trials because of temporal variability
produced by the synaptic noise) are potentiated less each
trial than those whose windows overlap the US more com-
pletely. Over trials, this slower rate of synaptic potentia-
tion causes a gradual recruitment of early-firing output
neurons in ALa into the pool that generates the CR. Grad-
ual recruitment of these early-firing ALa neurons in turn
causes a progressive decrease in CR onset latency. In the

Figure 5. ISI shifts during conditioning cause discrete jumps in CR latency. Illustrated data were chosen to be representative of CR
topographies following learning in each phase of the conditioning paradigm. (A) Training began with a 4-sec ISI, which was then
shifted to a 12-sec ISI. A1 shows the neural CRs after 15 acquisition trials with a 4-sec ISI. A2 shows the neural CRs two trials after
shifting from the 4-sec ISI to the 12-sec ISI. The early response has already begun to extinguish and a late response, timed to peak
during the new US, is starting to emerge. A3 shows the response topography after 15 conditioning trials with the 12-sec ISI. The short-
latency ISI has largely extinguished, and a longer latency CR is now prominent. A1–A3 sequence helps illustrate the fact that the
latency of the CR peak jumps discretely from the original latency to the new latency without traversing the intervening range. (B) The
conditioning ISI order was reversed. Specifically, conditioning began with a 12-sec ISI and was then shifted to a 4-sec ISI. B1 shows
the CRs after 15 trials conditioning trials with a 12-sec ISI. B2 shows the neural CR two trials after shifting from the 12-sec ISI to the
4-sec ISI. The late response has begun to extinguish and a new CR peak is beginning to develop at the time of the new ISI. B3 shows
the neural CR after 15 conditioning trials using the 4-sec ISI. The long-latency CR has largely extinguished, and an early response,
timed to peak during the new US, is now prominent. B1–B3 sequence helps illustrate the fact that the latency of the CR peak jumps
discretely from the original latency to the new latency. The pattern of the results appears to be the same regardless of the order of con-
ditioning.
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current simulations, the temporal limits of this anticipa-
tory response are determined by the length (~0.8 sec) and
number of the activity windows (see Tieu et al., 1999),
both of which are limited in practice by our current com-
putational overhead.

Multiple independent loci for learning each ISI.
Our model suggests a possible common mechanism for
the results observed using either a mixed ISI (Figure 4)
or a shifted ISI (Figure 5) conditioning paradigm. Recall
that alternating the ISI on sequential conditioning trials
caused a double-peaked CR (see Figure 4), and shifting
the ISI during conditioning caused the CR peak to jump to
the time of the new US (see Figure 5). It is easy to see how
and why this occurs in the model. A fundamental char-
acteristic of the circuit architecture is that each plastic
synapse codes for a specific range of delay from the CS
onset (its “activity window”; see Tieu et al., 1999). Each
activity window overlaps several others with similar la-
tencies, thus allowing multiple synapses to encode a sin-
gle ISI. Note that the activity windows are brief (~0.8 sec)
relative to the range of delays the model has been shown
to encode (0.5–16.0 sec). This means that learning about
multiple ISIs (whose difference is greater than the duration
of the activity windows) will occur at different synapses
(at different physical locations).

The generation of double-peaked CRs (see Figure 4)
and discrete jumps in CR latency (see Figure 5) thus re-
sults from the independent, parallel potentiation and de-
pression of ISI-specific sets of synapses. This mechanism
is reminiscent of an interpretation given to a human eye-
blink conditioning study that involved a shifted ISI para-
digm (Boneau, 1958). This eyeblink study compared the
development of CRs in the postshift phase of the condi-
tioning procedure to CR development in naive subjects
conditioned at the postshift ISI. The conclusion was that
“the responses appropriate to the two interstimulus inter-
vals thus seem to demonstrate independence, one extin-
guishing while the other shows acquisition, with no evi-
dence of interaction between the two processes” (Boneau,
1958, p. 469). This independence is a clear prediction of
our model, provided that the difference between the ISIs
is substantial. With combinations of similar ISIs in which
some single activity windows overlap both times, the re-
sponses cease to be independent, resulting in a blurring
together of the CRs and serial-order effects in condition-
ing. Our model therefore suggests that the behavioral re-
sults seen with these two different conditioning paradigms
may reflect a common underlying neurobiological mech-
anism.

Mechanism for ISI dependence of CR topography.
The model offers a plausible explanation for the fact that
the CR topography depends on the conditioning ISI.
Specifically, the simulations showed that the temporal
spread of the neural CR is positively correlated with the
ISI used during conditioning (see Figures 4 and 5), in ac-
cordance with behavioral results (Smith, 1968, Figure 5;
see also Gormezano, 1972, Figure 10). The ISI depen-

dence of the CR topography was expected on the basis of
our previous simulations (Tieu et al., 1999). These previ-
ous results showed that the circuit encodes and learns
time in a Weber-like fashion. A modern interpretation of
Weber’s law (Weber, 1851) in the time domain (Gibbon,
1977; Gibbon et al., 1997) is that the variability of the re-
sponse latency (σ ) is proportional to the mean response
latency (µ), such that the coefficient of variation is rela-
tively constant (cv = σ /µ = constant). Indeed, there is a
substantial body of data in support of this generalization
(Gibbon, 1977). One hypothesis is that the Weber law (for
time) results from underlying random variation in a noise
variable (Gibbon et al., 1997). Our previous simulations
(Tieu et al., 1999) supported this hypothesis. In particular,
we found that adding synaptic noise to the circuit did in
fact cause temporal learning to follow a Weber-like law.

The ISI dependence of the CR topography seen in the
present study can therefore be explained by two facts.
The first is that the CR peak latency is ISI dependent,
meaning that the neural CR accurately predicts the ex-
pected time of the US (Figures 2–5; see also Figure 9 of
Tieu et al., 1999). The second is that synaptic noise causes
the temporal spread of the neural CR to be proportional
to the CR peak latency (see Figure 9 of Tieu et al., 1999),
meaning that temporal learning conforms to a Weber-
like law. Taken together, these two facts predict that the
response variability should be proportional to the condi-
tioning ISI, which is what was observed. It is perhaps
worth noting that the accumulation of noise-produced la-
tency variance in the model affects both learning and per-
formance.

Computational platform for Pavlov’s wave of exci-
tation. In treating the mechanism of temporal learning,
some theories rely on the theoretical construct of a stimu-
lus trace, a time-varying internal representation of an ex-
ternal stimulus (Hull, 1943, 1952; Pavlov, 1927; Wagner
& Brandon, 1989). Pavlov speculated that the stimulus
trace elicited by the CS was a slowly spreading wave of
excitation through cortex (Pavlov, 1932, p. 93) that put
neurons into different states, thus creating an intrinsically
time-varying internal representation. Pavlov’s idea of a
slow wave of excitation was sharply criticized at the time
by Guthrie (1930) on the grounds that there was no ap-
parent way to instantiate the long internal latencies re-
quired by Pavlov’s explanation. We have shown here that
Pavlov’s essential notion can indeed be captured in a
neurobiologically inspired computational form and that
this network architecture is sufficient to predict many of
the temporal phenomena that Pavlov and others observed,
including temporal learning at long delays and the tem-
poral form of the CR.
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NOTE

1. The values of n1 and n2 were reduced to 3.0 � 10�5 and 4.0 �
10�7, respectively, and the value of θ d was reduced to 0. All three of
these constants relate to the relative rates of LTP and LTD at plastic
synapses. See Appendices D and E of Tieu et al. (1999) for a detailed ex-
planation of these parameters.
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